In *Strangers at the Bedside*, David Rothman describes the social and technological changes in the practice of medicine in the United States (US) that have led to the involvement of bioethicists, lawyers, judges, and others into the medical decision-making process that was once solely the domain of the physician (Rothman, 1991). For instance, the introduction of innovative procedures such as organ transplantation raised societal and ethical issues that seemed too large for physicians to address on their own as isolated individuals—who gets a kidney, who can give one, and who pays for it? We are witnessing a similar phenomenon in biomedical research. New technologies, including cloning, stem cell research, and genetic engineering raise new issues and new anxieties in the public that are best addressed by the inclusion of a wide range of voices.

The interactions between science and society have long been a source of tension. Potential conflicts have arisen over genetically modified organisms and whether they should be evaluated strictly on the basis of a science-based risk assessment or whether other values should be taken into consideration. Political debates over such research reveal a wide range of attitudes from proponents of research to those favoring bans. Even the recommended guidelines for human embryonic stem cell research issued by the National Academies (Washington, DC) explicitly consider broad ethical and social concerns. The public reaction to the announcement of the cloning of Dolly the sheep created a new era in the relationship between science and the public, one in which the bioethicist often provides commentary and mediation.

It is increasingly clear that a reactive bioethics that responds to scientific developments after they have taken place is not optimal to meet the needs of either the public or the scientific community (Cho et al., 1999). This article proposes a collaborative, team-based model, which we have implemented at Stanford University (Palo Alto, CA), to make ethics advice available to biomedical researchers as the science unfolds. Because this approach solicits ethics input into emerging scientific approaches, it has the potential to influence the way that research is designed and conducted.

**BACKGROUND: ETHICS IN RESEARCH**

In the US, several methods have been tried to incorporate ethical concerns in research. In the 1970s, institutional review boards (IRBs) became the first major insertion of formal ethics review into research. Other mechanisms have since been instituted that have brought other “strangers” to the benchside, such as the National Institutes of Health (NIH, Bethesda, MD) committees: Recombinant DNA Advisory Committee, Institutional Animal Care and Use Committees, Institutional Biosafety Committees, and most recently, Embryonic Stem Cell Research Oversight committees. To the extent that ethical issues in research have been handled...
primarily through oversight bodies, this might have inadvertently fostered an adversarial relationship between researchers and ethicists (de Melo-Martin et al. 2007). Furthermore, while these oversight committees have certainly brought non-scientific considerations to the design and conduct of biomedical research, they are each constrained to examine research in specific areas (such as research involving human subjects, or embryonic stem cells), generally at a project level. IRBs are also specifically prohibited from addressing possible societal harms (Department of Health and Human Services 2005), and thus focus on the potential harms to individual research subjects.

To address broader societal and ethical issues that have ramifications for many researchers, for several decades, the federal government has assembled expert groups with broad mandates, from the National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research, the President’s Commission, the National Bioethics Advisory Committee, and the President’s Commission on Bioethics, as well as other groups with narrower jurisdictions, such as the Human Embryo Research Panel of the National Institutes of Health or the Secretary’s Advisory Committee on Genetics, Health, and Society (all Washington, DC). Other groups have been constituted primarily by and of academics to address relatively broad research policy issues such as managing financial conflicts of interest in biomedical research (Association of American Medical College [AAMC] Task Force on Financial Conflicts of Interest in Clinical Research 2001) or more specific issues such as informed consent for genetic research (Beskow et al. 2001). The National Academy of Sciences and the Institute of Medicine, both Washington, DC often incorporate ethical and legal views in the production of their recommendations and reports.

The congressionally-mandated Ethical, Legal and Social Implications (ELSI) program within the Human Genome Project, funded both by the National Human Genome Research Institute (NHGRI, Bethesda, MD) and by the US Department of Energy (US DOE, Washington, DC), represented an effort to foster examination of ethical issues raised by genetic research (National Institutes of Health Revitalization Act of 1993). The ELSI program has relied largely on grant mechanisms to provide support for research, training, educational programs, and conferences to achieve its goals, and this support has largely gone to social scientists, philosophers, law professors, and ethicists. The ELSI program has had some tangible successes in shaping policy for the appropriate uses of genetic technologies (Rothenberg 1995; Rothenberg et al. 1997) and has also been credited with “cultivating a community of committed and expert genomics-watchers that has the capacity to influence policy.” (Juenkst 1996) However, the program has also been criticized for lack of effectiveness in meeting its goals (McCain 2002; Turner 2003).

More recently, institutions such as the NHGRI have moved toward a variant of the expert group model to address issues raised by specific, large-scale, government-funded projects such as the haplotype mapping (HapMap) project. For this, NHGRI established both a scientific working group and an ELSI working group to identify and resolve the ethical, legal and social issues raised by the project. NHGRI and other institutes in the NIH have promoted the use of community consultation and community engagement for scientists to elicit advice from laypeople about ways to minimize harm and maximize benefits of the research involving communities. In contrast to much of the research funded under the ELSI program, which tended to address broad issues such as genetic discrimination or identity in the context of social science or philosophical research, the working group and community engagement models are more limited in scope, in that they are project specific and tend to address a narrow range of issues specifically facing researchers such as how to conduct informed consent. However, they have the benefit of being more likely to involve the scientists who are actually conducting the projects, rather than an unconnected group of experts, while bringing other perspectives to the table. Can elements of these models be extended to make relevant expertise available to a broader spectrum of biomedical researchers?

THE CONCEPT OF RESEARCH ETHICS CONSULTATION

Our model of research ethics consultation has the overall goal of maximizing the benefits and minimizing potential harms of research to society. This goal is analogous to that of clinical ethics consultation articulated by Fletcher & Siegler, “To maximize benefit and minimize harm to patients, families, healthcare professionals, and institutions...” (1996, 122) Research ethics consultation aims to achieve this by considering the risks and benefits of research to researchers, research subjects, institutions and the general public. Consultation provides a forum in which scientists can engage with experts from other disciplines who can bring a broader set of perspectives for consideration. The consultation has a short-term goal of providing real-time advice to scientists on the conduct and dissemination of research to help identify and incorporate ethical and societal considerations into their research (Cho et al. 2003). The context of consultation can be a specific research project, and the advice can be focused, but the consultation can also lead to a discussion of broader, related ethical, societal, legal, regulatory or policy issues.

Recognition of the importance of ethics consultation services for clinical researchers is growing. Several research ethics consultation services have been established recently for clinical research, such as those at the Weill Medical College of Cornell University (New York, NY) (de Melo-Martin et al. 2007), the University of Texas Medical Branch (Galveston, TX) (available at: http://www.utmb.edu/imh/ethics/research.asp), the NIH (available at: http://www.bioethics.nih.gov/clinical/whatisconsult.html), and at the Johns Hopkins School of Public Health (Baltimore, MD) (http://phirst.jhsph.edu/sph/Ro.../LayoutInitial?Container=com.webridge.entity.ENTITY_%5BOID%5B11FC8A0AC761A043898C85539B681288%5D%
Clinical and Translational Science Awards (CTSA) require a research ethics component. The CTSA program is a major initiative that will replace the ubiquitous General Clinical Research Centers in the US with the aim of transforming clinical science. An early indication of the key role of ethics consultation is that an ethics consultation service, mostly focused on clinical research, is to be included in most CTSA programs at academic medical center that has or will receive a CTSA. Given the important implications of basic research and the special nature of the issues it raises, however, there is a need to make consultation services available for non-clinical researchers as well.

Of course, with the growth of bioethics centers and bioethics as a profession, individuals have long been providing advice to both basic and clinical researchers on an ad hoc basis, as well as others such as IRB members. These ad hoc consultations have their own limitations — individual consultants might not have the breadth of expertise of a larger group — and, importantly, do not provide the kind of evaluation data needed to track and resolve issues that may arise.

The history of “bedside” ethics or clinical ethics consultation shows some of the benefits as well as the pitfalls of such services. There have been several attempts to show the positive value of clinical ethics consultation (Duval et al. 2004; La Puma et al. 1988; Schneiderman 2006; Yen and Schneiderman 1999) such as reduced intensive care unit times (Schneiderman et al. 2003), and patient and surrogate satisfaction (Orr et al. 1996). Multiple professional organizations have supported the importance of clinical ethics consultation, including the American Hospital Association (1986), and the American Medical Association (1985). However, several studies reveal problems with the implementation of consultation services (Fox et al. 2007; McGee et al. 2001), even through a period of growth. There is a great deal of heterogeneity in how such services are run; who performs the consults; whether consults are carried out by small teams, large inclusive groups, or by single individuals; and how many consults a service carries out. Most clinical ethics consultation services make concrete recommendations, but some services do not. Different programs use different theoretical frameworks. Most challenging is the variation in the training of who conducts consultation. In a recent study, only 41% of consultants were found to have formal supervised training (Fox et al. 2007). A significant step forward in addressing this variation was the creation of a set of standards for knowledge and skills by the American Society for Bioethics and Humanities in 2000 (Aulisio et al. 2000).

It is too early to know whether there will be formal approaches to research ethics consultation analogous to the various methods used by clinical ethics consultation services (e.g., the four-box method [Jonsen et al. 1992], or clinical pragmatism [Fins et al. 1997; Fletcher et al. 1997] but it is possible that the core competencies for a benchside ethics program can be identified much more quickly in the development of these services compared with standards for clinical consultation, which only became codified in 2000. We make some initial recommendations about areas for core competencies below. The accumulated practice wisdom for clinical ethics consultations holds several lessons for a benchside ethics consultation service. One is to expect disagreement among clinicians, hospital staff, family members, and members of the ethics committee. Though the team approach brings out diverse perspectives, critics have charged that ethics committees have become a way for clinicians to avoid their obligations to their patients (Siegler and Singer 1988). Several commentators (Braddock and Tonelli 2001) have objected to the role of the stranger at the bedside as an unwanted, unnecessary, and undesirable intrusion into the domain of the physician. It is not difficult to imagine similar concerns over benchside ethics consultation. Indeed, when Beecher (1966) produced his influential article on informed consent in research his goal was not to create independent oversight (or a system of advising) but to exhort clinical researchers to recognize the importance of the inculcation of virtue as an essential part of the practice of good science. For benchside ethics consultation to work, it will need to establish its role in the same way that other forms of consultation have been incorporated within the biomedical research community.

Other critics have questioned the independence of most institutionally based ethics consultation and have raised the worry that a built-in conflict of interest could undermine the value of such a service. This criticism has also been raised with respect to many of the oversight mechanisms for research such as Institutional Review Boards (IRBs) (Cho and Billings 1997) and Embryonic Stem Cell Research Oversight Committees (ESCRO) (Baylis and Robert 2006) and will almost certainly be an issue for research ethics consultation. The extent to which this will be a problem depends upon how the consultation is conceptualized, and how the activity is structured.

GENERAL MODELS FOR ETHICS CONSULTATION

There are several existing models for consultation, some of which involve group process. At one extreme of the group process model, use of a “moral community” paradigm (Rubin and Zoloth-Dorfman 1994) would require a fairly large group be involved in every consult. This model would entail bringing together all of the scientists involved in the research project, perhaps colleagues doing similar research, and for clinical research, a mechanism for bringing in the voices of research subjects. All of the participants in research, from the various scientific collaborators to the subjects of the research would be a part of the process.

Given the difficulties of working out the logistics of such a group process as well as the challenges of identifying appropriate representatives of the subject population (which is not usually an issue in clinical ethics consultations), the moral community model of consultation would take time if applied to the research consultation process. It is not designed for relatively rapid response to questions. It is also much more time consuming for the researchers as well as
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more daunting. The result would be a relatively small number of consults, each of which potentially could have a broad educational function. The goal of such a consultation service would not be simply to resolve a particular ethical dilemma, but to educate the research community and to create institutional consensus about practices.

At the other end of the spectrum, an alternative model would offer a single expert consultant with the expertise necessary to address any ethical issues that arise in a particular case. This has been a dominant model in clinical ethics, though it has come under considerable attack (Golenski 1992). Many critics worry that a generalist from the outside will lack the detailed knowledge of the relationships and the nature of a particular specialty to provide adequate advice to all of the different kinds of units that might call a consult. In addition, having a single individual with the necessary knowledge and skill set to carry out consultations is a significant challenge that is more easily met by a group process.

It is worth noting that there is a precedent for something like the “single expert” model of research consultation. Biostatistics and design consultants offer a possible model of consultation that may be informative for the individual clinical consultant model. In the statistical consult model, the goal of consultation is to offer very specific skills and knowledge to help the researchers “ensure adequately designed studies and scientifically sound findings” (Deutsch et al. 2007, 710). Consultation is typically performed initially by a single individual (or a pair of individuals) and is usually best done early in the research process (though consults are often sought later in the process (Altman et al. 2002). Consultants can provide advice about research design, including the framing of the hypothesis under investigation, how data are to be collected and interpreted, power and sample size of the trial, interpretation of results, and other aspects of research. In biostatistics, it is common to distinguish between serving as a consultant (which usually entails having time paid at an hourly rate) and serving as a collaborator. In the collaborative role, the expertise of the advisor is captured by service as a co-investigator on the research and a percentage of their time is paid for by the grant that they are assisting in putting together. Such a collaborator is likely to be a co-author of resulting publications rather than receiving acknowledgement.

Additional debates have arisen in clinical ethics consultation over the kinds of roles that should be played by individuals who serve as consultants. One model would have the consultant be a generalist with sufficient knowledge of research ethics to be able to help any group. An alternative would be to have unit-based consultation (Agich 1990; Fox et al. 1998). In clinical ethics, certain units have tended to be the primary locus of ethical concern, and in many institutions, ethicists spend considerable time in those units, often attending rounds on a weekly or even daily basis. The unit-based approach has the advantage that consultants will know the individuals and their relationships as well as the nature of the field, particularly the specific norms of the field. Being “embedded” in these units also offers the potential for both learning (through observation over time) about the field while also offering advice on a regular basis without the need for the occurrence of the “crisis” that typically gives rise to clinical ethics consults.

THE STANFORD MODEL

The model that we have employed at Stanford grew out of an experimental pilot program initiated by Cho and colleagues, and funded by the NIH and US DOE as part of a Center for Excellence in Ethical, Legal and Social Implications Research (CEER). This is a hybrid approach, combining elements of individual and group consultation, and something in between a unit-based and institutional model, which most closely resembles biostatistics consultation. We initially focused on genetic research, thus resembling a unit-based approach, but quickly received requests from a broad spectrum of biomedical and clinical researchers.

In this model, a protocol for consultation is activated by a request for consultation to either the team or a team member. In the future, such a request could be made through a central research portal for researchers that integrates biostatistics, biodesign, bioinformatics and bioethics (NIH 2005), a process which was initiated at Stanford as part of its planning grant for the CTSA, or through referral from one of the other consulting services (particularly biostatistics). Integration among the different services for referral purposes (e.g., so that biostatisticians recognize when a protocol will benefit from ethics input and vice versa) was envisioned as part of the “one-stop shopping” model for clinical researchers that took advantage of a research portal already implemented at Stanford and that was expanded as part of planning for the CTSA. The idea is to make such consults more convenient and attractive to researchers and to facilitate discussion of the links between study design and ethics, of which both statisticians and bioethicists are aware (Finney 1991). Currently, we have prepared brochures (based partly on data collected from a needs assessment among researchers) that allow researchers to access the consult team directly. Other options have been utilized at the Johns Hopkins School of Public Health, where researchers can request help on-line in a system similar to the way they request help with their computers.

Our approach grew out of some informal consultations in the early 2000s and became formalized in 2005. Since that time, we have done 20 of these “benchside” consults.

The core team of our consult service consists of three academics with training in philosophy, law, and biology, all of whom have knowledge of research ethics, as well as administrative staff. The core team was responsible for the initial response to consultation requests. Others in the broader team, who could be recruited if additional expertise were needed, include those with expertise in neuroscience, genetics, epidemiology and clinical research, as well as research ethics. None of the team members are members of the institutional review board. An individual consultant (either designated or the person contacted) triages the case, deciding whether the request could be answered or resolved simply.
and on the spot by a single individual ("curbside consults"), or whether it requires either a meeting of the core team or the core team plus others (based on a judgment about the expertise needed). In the pilot phase of the program, about half of the contacts required a full team consult and about half were handled by an individual consultant on a curbside basis.

The use of a team, rather than an individual, allows for an assessment and recruitment of the expertise that will be required to conduct the consult, including scientific expertise. Our pilot survey indicated that a major concern of researchers is that ethics consultants will lack the necessary scientific expertise to provide adequate understanding of their research (McCormick et al. 2006). For many of the consults it has been important to have expertise that is relevant, either in genetics, neuroscience, or research design, as part of the process. The likely increase in research ethics consultation as a result of the CTSA program highlights the importance of bringing scientists into the field of bioethics, so that they can obtain the interdisciplinary training necessary to facilitate consultations. The ELSI program at NHGRI and US DOE has helped foster a group of sophisticated geneticists, but it will be necessary for scientists from other fields and disciplines to develop a similar range of expertise.

Overall, this approach incorporates many of the advantages of unit- or team-based consultation, and group consultation, while avoiding the disadvantages of the moral community, group-based consultation model. It focuses on providing a service (just as biostatistics does) that can be assessed and adjusted to best meet the needs of those who request the service. And the more the service is seen as analogous to biostatistics and bio-design, and hence a routine and integral part of the research process, the more the consultation service will move away from “crisis” management.

It is possible that ethics consultation will follow the biostatistics model and result in the development of collaborative relationships for some research projects. However, for a variety of reasons, it may prove difficult for ethicists to be incorporated into research protocols as co-investigators. In one of our consults, a funding agency at NIH requested ethics input and that researchers demonstrate that ethicists will be involved in providing input in an ongoing basis for the research, but balked at including an ethicist on the grant at 5% on the grounds that the ethicist would be conflicted by reporting to the principal investigator. This suggests that it may be necessary to find alternative ways to fund consult services in such a way that investigators do not directly pay for their consults. This could be done by commitment of funds from the institution, or by grants such as the CTSA and the Center for Excellence in ELSI Research (CEER) program at NHGRI and US DOE that has funded several pilot consultation programs.

While some issues that arise will be relatively straightforward for a skilled and experienced ethics service to manage, there may be other issues and topics that will be much more difficult to assess. This is especially likely to happen in cutting-edge science. Our service was inspired by our activities working on benchside consults that were requested by researchers, first a project on the ethics of synthesizing genomics (Cho et al. 1999) that was requested by the Institute for Genomic Research (TIGR) and then a project on replacing a mouse neurostem cells with human stem cells (Greely et al. 2007) requested by researchers at Stanford. In both of these cases, there was substantial time for a very thorough analysis that led to publication of the results of the group deliberation on the process. These consults are likely to be rare, but can also be a significant outgrowth of the consultation process.

Initial Experiences

Our initial experience with the consultation program has demonstrated that consults will come from a variety of sources and at different parts of the research process. A number of consults in our program have come from researchers prior to the initiation of a research project, suggesting that the researchers requesting consultations were thinking about ethical issues in advance of conducting the research. Some of the consults came during the conduct of research and one case occurred post-publication. The consults have ranged from requests for help in responding to concerns raised by a granting agency, to helping to shape the design of a research project. This experience is also similar to the biostatistics model in that consultations may be called at many stages of the research process but are usually more effective if a consult is initiated as early as possible. However, it is always possible that unanticipated issues will arise that may usefully require ethics consultation later in the research process.

When team meetings are deemed necessary, we try to hold the meetings with the researcher present as soon as possible and aim to provide a written report within 48 hours of the meeting. We also ask researchers whether their request has a specific time frame for resolution, such as a grant deadline. Most of our cases thus far have not required immediate attention, but one requested a report in 2 weeks, another within 6 weeks, and one had to be addressed quickly because of possible clinical significance of a research result. At the beginning of the meetings, we collect information about and negotiate the terms of the consultation, defining it as advisory and collaborative rather than having decision-making authority. We offer confidentiality at a range of levels, from agreeing not to talk about or identify the individual case to being able to discuss any element of the case openly. In a pilot survey of Stanford researchers (including graduate students, post-doctoral fellows, faculty and research staff), confidentiality was a concern and potential barrier to use of our consultation service, so the option of confidentiality is important to offer (McCormick et al. 2006). Researchers are also informed that there are limits to the confidentiality if, for instance, illegal or clearly unethical behavior by researchers were observed by consultants. In these cases, we would point out the behavior and also would be obligated to report it to the appropriate authorities. None of our cases has yet required such reporting. In one case of a consultation with a company, consultants were asked to sign non-disclosure agreements, which raised questions about...
the limits of confidentiality that we will discuss in following text.

We do not use specific algorithms or emphasize reaching a conclusion because the nature of the team’s activities do not necessarily require a discrete decision. However, in our experience, researchers have appreciated receiving specific recommendations, and we have been able to reach consensus among the consultants about the ethical and social issues identified in the case and about how to respond to the researchers. Our written reports are structured to cover background information, followed by a description of the request, the ethical, social and other issues identified, and, if appropriate, specific recommendations to the researcher. The lead consultant has taken responsibility for gathering the key information about the case and reference material during and immediately after the meeting in order to draft the report. During the course of consultation, we also collect data for the purposes of tracking and evaluation, such as the institutional affiliation of the researcher(s), whether the request for consultation has a specific time frame, whether the research involves human subjects, what type of research is involved, and the stage of research (e.g., planning, grantwriting, during the project, publication or dissemination, or later).

At Stanford, consultations have been requested by Stanford investigators, and by the IRB. Outside of Stanford, consultations have been requested by researchers at other universities, by granting agencies within NIH, and by companies conducting research. The potential for conflicts of interest is a significant issue in general, but the prospect of consulting for industry raises an additional set of concerns. To date, the program at Stanford has engaged in conversations with companies who are interested in our consultation program, but we have declined to accept any funding or to sign non-disclosure agreements. Instead, we have been somewhat successful in including industry consultation within our (federal) grant proposals. However, in the face of declining federal support, this solution may be only temporary.

It is important to delineate the boundaries of a consultation service. It functions in an advisory capacity, and does not seek to carry out mediation, nor does it serve as a decision-maker because such a service has no authority. Also outside the scope of such a service are areas that are already in the jurisdiction of other governmental bodies such as the US Food and Drug Administration (Washington, DC), the Recombinant DNA Advisory Committee, and the National Science Advisory Board for Biosecurity (Bethesda, MD), as well as institutional bodies including IRBs, Institutional Animal Care and Use Committees (IACUC), ESCRO, and conflict of interest committees. Our recommendations may, however, affect how the researcher deals with those bodies and, in at least one case, an IRB has requested a consultant from us. Because our consultations to date have not overlapped with the function of the IRB, we have been able to serve a complementary role, providing education in the planning stages of research as well as during and post-publication phases.

Our service also does not address misconduct or resolution of conflicts in the scientific process, such as disputes over authorship or intellectual property. These cases are more appropriately handled by an institutional ombudsperson or legal counsel, and research institutions already have procedures specifically mandated for alleging, investigating and resolving alleged cases of misconduct. Some of our experience suggests that researchers may not be aware of or may not find these procedures to be adequate. Given that we call ourselves research ethics consultants, and that our data suggest that researchers associate the very term “research ethics” with misconduct, as the service grows we may encounter cases in which researchers bring misconduct issues to the table. If the subject of any of our consults fall squarely within the jurisdiction of these other bodies, we refer the issues to them. However, as described by Martinson et al. (2005), most concerns about scientific behavior fall far short of true misconduct. (Scientific misbehavior is far more common and often involves a lack of discernment of difficult distinctions, such as when data cleaning crosses a line. Our initial survey indicated that these issues matter a great deal to investigators (McCormick et al. 2006) and may be a future source of significant activity for consultation services, particularly for behaviors that are problematic, but fall outside the scope of current regulations and rules (and hence may be outside the scope of institutional committees).

Unresolved Questions

Scope

The range of issues that researchers might bring to a research ethics consultation service is enormous. For practical purposes, the scope of such a service could be limited (e.g., to clinical research, or stem cell research). But the question still exists as to whether and how the consultants can address very broad issues, such as the societal implications of bio-weapons research. Although our consultations have addressed very specific questions (e.g., how should a specific genetic finding of clinical significance to a known research subject be handled), as well as broader ones (e.g., should research that would replace neurons in mouse brains with human neurons go forward?), there may be a point at which the consultation should be referred to a more expert group.

Composition

This brings us to the question of the composition of the consultation team, which has also been raised in the context of clinical ethics consultation (Aulisio et al. 2000; Fletcher and Siegler 1996). The relative paucity of individuals with expertise in both biomedical research and ELSI issues suggests that committees with a range of backgrounds will be needed. The sheer breadth and number of topic areas potentially within the scope of a consultation service also means that rarely will any single individual on a committee be expert in all areas needed to identify, analyze, and resolve issues. However, the overall composition of the committee should be designed to include individuals with recent or current experience in the conduct of biomedical research, as well as expertise in research ethics, research regulation, law and policies, and social science. It is also important that most if
not all of the ethics consultants have a decent understanding of bioscience, not so that they will understand the intricacies of the science immediately, but so they can learn enough to grasp whatever special issues arise from this particular scientific activity. Because a more detailed understanding of specific biological, social science or legal issues might be needed, the consultation service should have the resources to bring in external consultants (either from within or outside the institution) for specific cases. Being aware of the limits of expertise of the consultants and recognizing when outside advice is necessary is perhaps more important than having expertise directly on the panel.

Core Competencies

Just as for clinical ethics consultation, the question of whether there is a set of core competencies that each consultant should possess needs to be answered. As a research ethics consultation service evolves, this is a question that should be incorporated into the evaluation plan. On the face of it, it seems that, compared to core competencies articulated for clinical ethics consultation (Aulisio et al. 2000), interpersonal and conflict resolution skills may be less important, but ethical assessment skills are critical. It also seems that six of the nine knowledge areas identified for clinical consultation would also be necessary for, and have analogs in research ethics consultation: moral reasoning and ethical theory, bioethical issues and concepts, local institutional structure relevant to the conduct of research, local institutional policies, relevant codes of ethics and policies, and law. Other knowledge areas that may be necessary for research ethics consultants but much harder to delineate include basic knowledge of commonly used biomedical research methods and terminology, basic knowledge of the social and historical context of biomedical research in the US, and familiarity with the scientific process and norms of research culture.

Some background knowledge about biological systems, methods and terminology is extremely useful for each consultant. Because research ethics consultation ideally will elicit some cases arising from frontier research, it will be necessary for consultants to learn about new techniques and concepts. Thus, an ability to obtain and incorporate new scientific knowledge into an existing framework of understanding is likely to be more important than possessing direct knowledge of or experience in research. However, in order to promote successful interactions with researchers, having a basic understanding of the research will be crucial to earning credibility with scientists.

Some understanding of how science is conducted on a day-to-day basis, including how researchers collaborate and share ideas and materials and how research is published and funded, would be useful for consultants to know in order to make realistic recommendations that are feasible within the structure of research culture and norms. Making unrealistic recommendations on a regular basis would undermine the credibility of the consultation service.

Consultants will need to be familiar with at least some major areas of interaction among science, technology and society, such as incidents that have led to the development of research regulation or otherwise had major effects on the conduct of research. Awareness of areas of public concern about biomedical science and its application, including research events that have had major influence on public perception of science, will also be important for consultants. In addition, knowledge of cultural and other factors (such as concepts about health versus disease, or normal versus abnormal, or conflicts of interest) can influence research design and outcome and will be key concepts for consultants. Whether consultants should be familiar with specific cases or literature as part of a core competency is unclear.

Because research ethics consultation is conceived as an ongoing service, in contrast to an ad hoc group that meets for a limited number of times and is dissolved, it could be more practical for all the committee members to be at the same institution as the researchers, or at least near each other. However, with improving communications technology, it could be feasible to include physically distant members as active consultants.

Conflicts of Interest

The location of a research ethics consultation service within a research institution, and funding of the service with intramural or extramural support raise issues of both financial and non-financial conflict of interest. As members of the institution, consultants are (such as IRB members) in a conflicted position that could interfere with providing unbiased advice, especially if the consultants suggest that certain research should not be performed. In order to provide a safe and accessible environment for researchers to discuss the ethical implications of their work, and to foster trust between scientists and those from other disciplines, we argue that consultation groups are best situated locally (Arndt and Woolson 1991). However, we acknowledge the conflicted position of the consultant.

Financial support of consultants from funders who also support research that is the topic of consultation raises similar conflicts. Thus, funding would ideally come from outside the institution but from sources that do not support the research that is discussed in consultations. This also holds for consultations for for-profit companies, who may be willing and able to pay for ethics consultation. While consultation services require resources, providing consultation on a fee-for-service basis may exacerbate the conflict of interest.

Clarification of the nature of the role of the consultants may be critical to success. As Sontag recently pointed out (Sontag 2007), there are often different expectations in terms of public interest depending on the role one plays. Public accountants have a duty to the public that creates a conflict of interest when the same individual has a financial stake in a company. In contrast, accountants who have no auditing function are free to provide advice to clients with far less of
a conflict of interest because they lack the conflicting duty that comes with auditing responsibilities. Whatever view one takes of corporate consulting by individual bioethicists, it is far more difficult for an institution based at an academic medical center to undertake consults with industry, but the closer that the role corresponds to the role of the biostatistician, the clearer the guidance for how to engage in relations with industry.

Perhaps the most serious challenge for consultants is the possibility that researchers, either from universities or the private sector, seek ethics consultation to gain an imprimatur of morality, especially for research that is socially controversial or does not meet ethical norms (Brody 2002; Donaldson 2001; Schadick 2005; Sharpe 2002). Consultants should decline to take these cases, but identifying such cases may be challenging. While consultants cannot be expected to read the motivations of the researchers accurately, they can take their cues from evaluation of the client and the terms of the consultation. For example, has the client’s past behavior been ethical? Is the individual requesting the consultation a researcher or a representative from a public relations department? What is the regulatory and legal context of the consultation? Is the client attempting to misrepresent the role of the consultants, the consultants’ advice or the client’s actions in response to the advice?

Purpose—Scholarly Research or Service?
In addition to raising questions of conflict of interest, our consultations with for-profit companies caused us to interrogate the boundaries of the consultation service in several ways. Perhaps the most fundamental question raised was the extent to which the service should also be a scholarly activity to advance ethics or social science. Our experience to date is that in the course of providing a service, the consultation provided rich material that easily became a source for productive ethics scholarship (as well as educational material for biomedical researchers). However, if contribution to scholarship is seen as a desirable element or even a requirement of a consultation service, the structure of the service would be affected. For example, such a requirement would suggest which cases to take, and perhaps influence or be influenced by the expertise of the chosen consultants. Putting weight on scholarly contributions would potentially use consultants’ and researchers’ time more profitably toward advancing issues pertinent to research policy, but if consultants must turn down some cases in order to address the more unusual or substantial, the service risks alienating researchers. On the other hand, “bread and butter” requests that recur frequently can point consultants to a need to develop directed educational materials for researchers.

Interestingly, the juxtaposition of “internal” consultations with Stanford researchers and “external” consultations with companies or other entities raised questions about academic freedom and confidentiality. When we conducted consultations with Stanford researchers, we provided them in service mode, and did not hesitate to offer broad confidentiality, which would preclude a scholarly discussion of the case without the permission of the researchers. However, when we were asked by companies to sign non-disclosure agreements, we resisted, using academic freedom as the defense. We justified this by making a distinction between providing a service to our institution (as a clinical ethics committee would do) and scholarly activities. While institutional service is part of an academic’s portfolio, and offering confidentiality to users of a consultation service would likely encourage the use of the service for some, if the results of deliberations cannot be disseminated at least in summarized or aggregate form, the usefulness of the service to the wider research community is diminished. In addition, the opportunity for researchers to demonstrate how ethical issues are considered to trainees and to the public would be lost. Finally, the institution has concerns about liability of providing consultation to external groups.

At this early stage of our consultation service, the topics of most of the consultations have been fairly circumscribed, raising questions relevant to specific research projects rather than raising broad societal issues. However, we believe that the process of deliberations between biomedical researchers and those from other disciplines is valuable in itself and will lead to broader awareness and more frequent discussion of the wider implications of research. This may in turn lead to conversations that go beyond solving problems for individual researchers about specific projects, and turn to larger questions about the societal impact of research. It is likely that other mechanisms that do not rely on scientists to initiate discussions or that are composed only of “experts” will always be useful to address some of these issues. However, we hope that the consultation mechanism will bring these discussions to one of the most important venues—at the benchtops of biomedical scientists. Only by involving the scientists themselves will the full implications of scientific technologies be explored.

CONCLUSION
The hybrid ethics consultation model proposed here includes integration, but encompasses a broad mandate for addressing the ethical issues inherent in benchside research, not just clinical research. Our approach attempts to make such consultation a routine and integral part of the research process by advocating anticipation and involvement early in the research process, just as biostatistics and bio-design do. But we diverge slightly in our approach through creating a hybrid model that permits a flexible process to meet the needs of researchers in specific cases. It will be far more common and necessary for a group process for bioethics research consultation than with biostatistics, bioinformatics, or bio-design consultation. At the same time, that will not always be the case, and initial triage may make it possible to select an appropriate mode of consultation for a broad spectrum of potential consults. The flexibility of a hybrid model will permit resources to be used efficiently, and thus to address a significant number of consults.

The CEER program has helped to initiate and formalize this hybrid model of research ethics consultation.
CTSA program has seeded a new crop of consultation services, including programs at Duke University (Durham, NC), Columbia (New York, NY), and most other institutions with CTASas, some explicitly based on this model. Collaboration among consultation groups to evaluate these programs in a coordinated fashion will be critical to the assessment and success of this type of ethics consultation. Measuring the value of such services should include not only the impact on scientists and their research, and the value to the consultants, but also whether there is value to the public and any impact on public trust in science.
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